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ABSTRACT

Over the past decade, large-scale link flooding attacks (LFAs)
have gone from hypothetical threat to alarming reality. Using
the massive botnets available in today’s Internet ecosystem,
adversaries can construct stealthy attacks to deny service
to entire geographical regions by flooding links upstream
of the intended target. Unfortunately, none of the proposed
solutions to the LFA problem have provided a comprehen-
sive and deployable defense. In this short paper, we propose
equipping victims with a new topological advantage in the
fight against LFAs by using limited-access cloud paths as a
means to route around flooded links. Supported by a real-
world feasibility study using Amazon cloud nodes and the
CAIDA Periscope, we show that these cloud paths contain
few of the links that attackers would target when construct-
ing an LFA, mitigating harmful effects and driving up the
cost to launch a successful attack.

1 INTRODUCTION

Traditional distributed denial of service (DDoS) attacks target
the victim directly, either by flooding the CPU, memory,
or destination network of the target. When experiencing a
sustained spike in resource utilization, victim servers become
overwhelmed, and legitimate clients are denied timely access
to services. Alternatively, adversaries can shift the locus of
the attack upstream by flooding a carefully calculated set of
upstream links instead of aiming the attack traffic directly
at the target. For an attacker, the main benefit of separating
the intended target from the convergence point of the attack
traffic is to evade attack detection and mitigation services. If
the locus of the attack is far enough away, e.g., in a different
network, the victim will not be able to measure the attack
directly and may have very few defensive options.

Such link flooding attacks (LFAs) have been described in
various forms, and the literature has proposed many methods
of detecting and defending against them (Section 2). Recently,
more attention has been given to LFAs for two reasons. First,
sophisticated formulations have been described that can be
performed stealthily and at scale [13, 23] (Section 3). Second,
LFAs have been seen in the wild (Internet) in at least two
documented events [2, 19, 20]. However, all of the proposed
defensive methods only partially address, or make simplify-
ing assumptions about, the LFA problem. For example, some

of these solutions assume the presence of an alternative In-
ternet architecture, or limit the scope of the attack to only
affect links in the same network as the intended target.

To provide a more comprehensive solution, we propose
using limited-access cloud paths (LAPs) [9-11] to mitigate
LFAs (Section 4). During the surveillance phase of an LFA, an
adversary conducts reconnaissance of the network topology
to compute a set of target links that carries a high proportion
of traffic to the target area [23]. LAPs enable victim networks
to circumvent those target links by routing along alternative
paths whose carrying capacity is unobserved by attackers,
so that the links within those paths would likely not be used
in the attack construction.

Limited-access cloud paths are so-named because they
limit access to the alternative paths in two ways. First, the
paths are not apparent to surveillance via methods like tracer-
oute, so the adversary cannot build an accurate map of the
network topology to inform their selection of target links.
Second, the paths have a high degree of independence from
the public Internet paths that may be under attack, allowing
traffic to circumvent congestion.

To show the feasibility of this approach, we performed a
measurement study to evaluate whether LAPs allow traffic
to circumvent target links during LFAs (Section 5). Using the
CAIDA Periscope [8], Amazon cloud nodes, and public In-
ternet servers, we computed the target links for, but did not
launch, a Crossfire attack, which is an especially stealthy and
scalable LFA [13]. We compared the set of target links com-
puted from the real world topology with the set of links from
LAPs, and found that LAPs greatly reduce the likelihood
that traffic crosses target links, mitigating the effects of the
LFA. Moreover, we found that even when cloud paths do con-
tain target links, those target links do not necessarily carry
high proportions of traffic, thus they may be overlooked as
flooding targets by the adversary’s selection algorithms.

2 RELATED WORK

We group the prior work on mitigating Crossfire attacks into
the following four categories.

Link inspection-based solutions: CoDef [15] proposes
collaborative rerouting that requires the presence of a path
identifier mechanism and inter-domain collaboration, both
of which are not available in the current Internet architec-
ture. SPIFFY [12] proposes mechanisms to force attackers to
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Figure 1: On the left, an overview of the Crossfire attack based
on diagram from [13]. On the right, the actual topology of the
destination protected with cloud paths.

either increase their attack cost or allow themselves to be
differentiated from legitimate traffic. However, this solution
assumes that the target links are within the jurisdiction of
the deploying network. RADAR [30] is an SDN-based ap-
proach to detect and rate-limit link flooding attacks within
a single network, however, it has a high false positive rate
and brings heavy measurement overhead to the network.

Traffic isolation-based solutions: SIBRA [1] aims to
use bandwidth isolation and reservation mechanisms to guar-
antee a minimum level of service for critical flows. However,
it requires novel network architectures such as SCION [29].
Most recently, Nyx [22] proposes to use BGP poisoning to
achieve isolation of traffic and route around congested links.
However, it is not feasible in practice [24].

Hidden topology-based solutions: There are multiple
mechanisms that could be used to obfuscate the topology
from the attacker, including redirecting traceroute pack-
ets to a virtual topology [14], inserting links in traceroute
replies at critical points [25], and removing potential tar-
get links from replies [5]. Similarly, NetHide [18] intercepts
and modifies probes in real time. However, NetHide faces
deployment hurdles (e.g., requiring programmable routers).

Machine learning-based solutions: Some proposals use
machine learning techniques to detect and mitigate Cross-
fire attacks [3, 21, 27]. However, they typically have low
scalability and thus suffer from slow response times.

Overall, these proposals are either partial solutions to
Crossfire or are unrealistic in practice. Similar to NetHide [18],
LAPs proactively defend against Crossfire attacks by hiding
the internal network topology with tunneling (Section 4).

3 CROSSFIRE ATTACK PRIMER

To construct a Crossfire attack, an adversary selects a target
area as the victim. The target area is a geographic region,

and does not necessarily cleanly map to one or more au-
tonomous systems or networks. Example target areas could
be a network enclave within an organization, a university
network, or the Iberian peninsula.

To deny service to the target area, the adversary seeks to
find a set of target links that are geographically close to, and
that carry a high proportion of traffic to, the target area. If
this set of target links is chosen carefully according to these
properties, then launching a DDoS attack to saturate these
links will cut off a high percentage of traffic to the target area.
The saturated target links are ideally upstream of the target
area, so that the victim cannot directly detect and mitigate
the attack. An overview of the Crossfire attack is shown on
the left side of Figure 1.

In order to calculate the set of target links, the adversary
finds a set of public servers in the target area as well as a
set of decoy servers in the vicinity of the target area. We
call this set of public and decoy servers D. The adversary
then selects a set of bots, B, and sends multiple traceroute
probes from every b € B to every d € D. The result of these
probes is a set of paths P, each composed of links in the set
of all encountered links, L. The adversary then extracts the
persistent links L’ C L from these paths: those that always
occur in the traceroute output across multiple trials for
each pair (b, d). The set L’ composes a network-layer link
map (grey links in the left side of Figure 1), which also serves
as the set of target link candidates.

To select the target links T C L’, the adversary analyzes
the link map to find the links that would be most useful to
flood with an attack. To calculate this, the metric used by the
adversary is the flow density for each link I € L’, which is
defined as the number of paths p € P that cross I. Links with
a high flow density are likely to carry the highest amount
of traffic, and are therefore the highest value links for an
attacker to flood.

After selecting the set of target links, the adversary gives
instructions to each bot, consisting of the set of decoy servers
the bot should send to, as well as the rate at which it should
send to each server. Bots use low-rate, legitimate-looking
traffic that is destined for real, public servers, so that no
individual flow looks out of the ordinary. But, in aggregate,
the bots are coordinated in such a way that the target links
are flooded. To circumvent defensive strategies and maintain
attack persistence, the adversary can periodically rotate the
set of target links that the bots flood, and/or rotate the set of
bots performing the flooding.

The resulting attack is very difficult to detect and mitigate.
Since the attack traffic does not necessarily reach the desti-
nation server, signature-based detection mechanisms that
analyze traffic are not useful. Furthermore, since the attack
traffic uses low-rate flows with legitimate-looking traffic to



legitimate destinations, an IDS would be unlikely to flag traf-
fic from Crossfire bots as anomalous anyway. Even if a victim
could directly detect the attack, there is no mechanism for
networks to protect themselves if the target links are in a
different network, and therefore outside of the control of the
network operator. One option would be to forge cooperation
between the victim network and upstream networks to try to
filter traffic, but this approach is not administratively feasible
in the current Internet architecture.

Recorded Crossfire attacks. Malicious actors have al-
ready launched attacks similar to Crossfire in the Internet.
In 2013, the anti-spam company Spamhaus was the victim
of a 300 Gbps DDoS attack. The locus of the attack was the
set of links in the Internet exchange that Spamhaus traffic
crossed on its way to Cloudflare, who provided DDoS pro-
tection services to Spamhaus [2, 20]. The attackers were able
to find the IP addresses of peers in the Internet exchange
points (IXP), and used those IP addresses to saturate some
of the IXP links. Two years later, in 2015, ProtonMail was
the target of a week-long 50 Gbps attack [19]. The attackers
set their sights on the links in the upstream ISPs that con-
nected to the ProtonMail datacenters, and attacking them
brought the datacenters offline. These incidents demonstrate
that large-scale link attacks are not only feasible, but can be
very damaging in practice.

4 LIMITED-ACCESS PATHS TO THE
RESCUE

We advocate using limited-access paths (LAPs) to protect a
network inside of a Crossfire target area. LAPs neutralize
Crossfire attacks by removing the ability of side traffic to
affect the protected network. Side traffic is any traffic whose
destination is not within the protected network, but still
affects the target area (e.g., attack traffic to decoy servers).
This side effect is possible in the open Internet due to the
fact that the core infrastructure is broadly shared between
stakeholders, and therefore networks that are topologically
close often share the same fate during an LFA. However, if a
solution offers a way to receive the traffic to a destination
close to the sources of the traffic, and to forward it to the
physical destination using links that are not broadly shared
in the Internet, it is possible to circumvent Crossfire attacks.

The incoming traffic to a protected destination can be
captured close to its source at entry points, such as Internet
exchanges, points of presence, and cloud providers. Once
captured close to its source, the traffic can be forwarded to
the physical destination employing LAPs. A LAP is any path
built on links that requires a form of subscription for access.
This includes, for example, MPLS tunnels offered by transit
providers, any form of private links (e.g., dark fiber), and the
paths built over the private links available on clouds.

Along the LAP, topology obfuscation can be applied to
prevent surveillance by an adversary. For example, tunneling
packets between the entry point and the protected network
would prevent traceroute run from outside of the LAP
from seeing the internal characteristics of the path, prevent-
ing links in the path from being selected as a target. Other
methods for topology obfuscation (see those described in §2)
could also be applied.

Cost is the main driver while choosing between the differ-
ent forms of LAPs. If cost were not a concern, private links
such as dark fibers would be the best option, since they are
only accessible for traffic to the protected destination, and
are therefore completely inaccessible to side traffic. However,
for most scenarios, the ideal choice of LAP has both low cost
and low accessibility for side traffic. Cloud paths, i.e., the
paths that start at cloud resources such as VMs and end at the
protected destination, provide both properties. They are low
cost because they use shared infrastructure within a cloud
provider, and are mostly not accessible to side traffic because
cloud paths are largely independent from, and more reliable
than, public Internet paths [10, 11]. In fact, as we show in §5,
their inaccessibility allows traffic to protected destinations
to circumvent target links. We therefore advocate that cloud
paths are an economical and effective choice of LAP, and
base our measurements on them.

Attackers could gain access to cloud paths by placing bots
in clouds, but doing so would require contracting cloud ser-
vices, which would raise attack cost. Alternatively, attackers
could co-opt vulnerable systems, but systems deployed on
clouds are typically more secure than user machines (e.g.,
Shielded VMs in Google Cloud [4]), so counting on vulnera-
ble systems to deploy a Crossfire attack on the cloud signifi-
cantly raises the bar to deploy these attacks.

The right side of Figure 1 summarizes our solution. Client
requests of the protected network are routed to the closest
cloud data center, and, from there, are forwarded to the desti-
nation using cloud LAPs. Since the figure depicts a Crossfire
attack, the bots are not routed to the cloud paths because
they target decoy servers instead of the protected destination.
Some of the clients of the protected network may be bots, so
a protection system to deal with floods, amplifications, and
other forms of direct attacks is still necessary.

Finally, to guarantee that attackers cannot bypass the en-
try points of traffic, each entry point must announce the
network prefixes of the destination (e.g., using BGP), thereby
establishing an anycast network. The management of this
anycast network and all other production demands, such as
identifying and filtering direct attacks, can be met, for exam-
ple using anonymized [17], a DDoS protection system. The
key to this integrated solution, in contrast to prior work, is
that our proposal can be fully deployed by a single network,
requiring no coordination between ASes, for example.



In envisioning a deployment of LAPs to protect targets in
a production setting, there is still design work ahead of us to
address questions that would arise in practice, and which are
beyond the scope of this short paper. A first question relates
to economical selection of appropriate LAPs: how would a
target (or a LAP service provider) best provision LAPs to
provide a suitable amount of defense on a budget? Next,
there is the question of activation: what would an appropri-
ate trigger mechanism for activating LAPs look like? One
would have to be concerned with false positive activation,
as the act of “raising shields” incurs unwanted costs for the
defender; moreover, a crafty attacker capable of triggering
false positives cheaply could use that advantageously during
surveillance! And finally, there is the question of whether
static defenses are sufficient, or whether something with
adaptation and moving targets might be necessary. This lat-
ter question is especially important to evaluate; we discuss
our future evaluation plans in (§5.3).

5 LAP MEASUREMENT STUDY

To evaluate the effect of LAPs, we emulated the steps that
an actual attacker would perform (§3). (We discuss ethical
considerations relating to emulating steps a DDoS attacker
would take at the end of this manuscript). Full details of our
approach are available in [6].

Target area. For a target, we selected Boston, MA, USA.

Botnet. We selected approximately 100 Looking Glass
nodes using CAIDA Periscope [8] as a proxy for the Crossfire
botnet. We heuristically chose botnet nodes so as to maximize
geographic diversity of bots around the world, yet ensuring
each had high link persistence to the target area.

Decoy servers. To compose our set of decoy servers, we
found approximately 60 public servers in the networks of in-
stitutions around the target area. Although [13] recommends
finding such decoy servers through port scanning, we took
a multi-step approach:

(1) We used Web-based subdomain enumeration tools to
find publicly accessible subdomains from institutions
around the target area.

(2) For each IP address corresponding to a subdomain, we
performed a traceroute to that IP address in order to
test whether probes are administratively blocked by
the network.

(3) If traceroute probes succeed, then we looked for
other servers in the same network using nmap [16]
against the /24 network prefix of the IP address found.

(4) We ran traceroute to each of the servers found by
nmap to verify that they can be probed.

Cloud nodes. We emulated a LAP deployment using
Amazon cloud nodes in Ohio (US), Frankfurt (EU-1), Paris
(EU-2), Sydney (AU), Mumbai (IN), and Sao Paulo (BR). We
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Figure 2: Distribution of Looking Glass nodes for bots (blue pins)
and cloud nodes (yellow icons).

refer to these cloud nodes as the set C. We chose nodes in
these regions to reflect a global deployment. An overview
of the distribution of bots and cloud nodes is shown in Fig-
ure 2. Note that LAPs were not actually deployed in this
evaluation; rather we used cloud nodes to determine what
the LAPs’ likely impacts would be on a hypothetical attack.
Choice of parameters. In this study, we chose the well-
connected technology hub of Boston as a target area. Our
work will be completed in the future with a sensitivity anal-
ysis on the parameters, including target areas (e.g., cities,
states, countries), botnets (e.g., size and distribution), and
cloud providers (e.g., Microsoft Azure, Google Cloud).

5.1 Link Map Construction

With our testbed components selected, we performed a link
map construction for a Crossfire attack.

Adversary behavior. In the traditional link map con-
struction, an adversary probes both the decoy servers and the
public servers in the target area. However, we assume that
the adversary would be aware that the paths to the public
servers are hidden, and would therefore avoid wasting re-
sources on probing the public servers. Instead, the adversary
would construct the link map solely using decoy servers in
unprotected networks, hoping to find target links that might
overlap with the hidden paths.

Link map construction. We ran three traceroute probes
from each Looking Glass node to each decoy server, and used
the results to construct a link map with 843 persistent links
(IL’| = 843). From that set, we picked 20 target links (|T| = 20)
using the procedure outlined in [13]. Figure 4 shows the top
180 links ranked by flow density, along with the 20 chosen
target links highlighted in blue.

Cloud path measurements. To investigate whether cloud
paths would enable client traffic to circumvent these target
links, we then ran traceroute probes from our set C of
Amazon cloud nodes to a sample of the target area servers
D’ c D (|D’| = 48). We use a random sample to reflect the
fact that only a subset of the target area servers are protected
by the LAP defense. We then checked whether the ¢ € C to
d € D’ paths contained the target links constructed by the
Crossfire attack, the results of which we show next.
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Figure 3: The degradation ratios when paths are forwarded di-
rectly to a target area and forwarded through clouds.

5.2 Cloud Path and Target Link Results

In comparing the set of target links with the links in cloud
paths, our three main findings are:

(1) Cloud paths contain relatively few target links.

(2) Target links in cloud paths are not necessarily high-
value links.

(3) Findings (1) & (2) hold for both a static and a rolling
attack, in which target links change dynamically.

We now elaborate on these findings.

5.2.1 Cloud paths contain fewer target links. To evaluate
the ability of cloud paths to circumvent target links, we use
the degradation ratio as a key metric. The degradation ratio
is the fraction of paths that contain target links (Pr) to the
overall number of paths: %. Ideally, an attacker would
maximize the degradation ratio while minimizing the size
of the target link set, since more target links require more
attacking bots, therefore raising attack cost.

Figure 3 shows the degradation ratios from our study
for different sizes of T, 1 < |T| < 50. The No CP series
represents the degradation ratios for all (b, d) paths, which
do not use cloud paths. In general, only a small set T is needed
to force most paths through at least one target link: 75% of
paths to the target area cross a target link when |T| = 10.
This result is consistent with [13].

Figure 3 also shows degradation ratios for cloud paths
(c,d). We found in almost all cases, the degradation ratios
for cloud paths are less than those of non-cloud, (b, d) paths,
and in some cases the difference is significant. For example,
up to |T| = 50, zero paths from the US or the IN clouds
crossed any target links, and only one path from AU did so.
The EU (Paris) and BR cloud paths overlapped most with
target links: over 60% of paths contained at least one target
link in both cases, although it took |T| > 15 to reach this
ratio for BR. Up to |T| = 50, only 30% of the EU (Frankfurt)
paths contained a target link.

5.2.2 Target links in cloud paths are not necessarily high-
value links. For an adversary, it is desirable to minimize the
number of target links used to launch an attack. More target
links can require more bots to make the attack successful,
since Crossfire attacks use low-intensity flows to maintain

attack persistence. However, we found that when cloud paths
cross target links, they are not necessarily high value links
in terms of flow density. To visualize this, refer to Figure 4,
which shows all persistent links ranked by flow density. It
also highlights the set of target links in blue (|T| = 20), and
uses arrows to show which target links were crossed by paths
from the various cloud nodes.

Paths from EU-2 (Paris), EU-1 (Frankfurt), and AU (Sydney)
cross only a single target link in each case, but all cross fairly
high-value target links: the second, fifth, and seventh target
links by flow density, respectively. All paths from BR (Sao
Paulo) also crossed only a single link, but this link was of
lower value: the 16th. In fact, for any attack strength |T| < 16,
zero of the paths from the BR cloud node would cross a target
link. Therefore, Figure 4 shows that (1) even when cloud
paths contain target links, they do not contain many of the
links in the set, and (2) the paths do not necessarily contain
high-value target links, which forces the adversary to attack
more links and raises attack cost. We remind the reader that
paths from the US (Ohio) and IN (Mumbai) clouds contained
no target links, which is an ideal result for a LAP defense.

Note that we have highlighted the case |T| = 20 for space
considerations, but the results hold for attack strengths up
to at least |T| = 50. We chose |T| = 20 since the degradation
ratio of non-cloud paths (b, d) is already high (>85%), and
more target links do not significantly change the degradation
ratios of (c, d) paths.

5.2.3 Cloud paths can circumvent rotating sets of target
links. To avoid mitigation, adversaries can rotate their at-
tack through disjoint sets of target links [13]. During the
target link selection phase, each target link set is chosen
after removing all links chosen in previous sets. Using this
technique, we selected three sets of disjoint links, each of
size 10. We then computed the degradation ratios relative
to each set of target links. The degradation ratio is 15% for
paths (c, d) crossing target link set 1, 6% for target link set
2, and 13% for target link set 3. These degradation ratios are
significantly smaller than those for (b, d) paths, which were
75%, 70%, and 63% for the three target link sets, respectively.

Degradation Ratio

Cloud Nodes | Set 1| Set2 | Set3
UsS 0% 17% 0%
EU-1 25% | 19% 8%
EU-2 63% 0% 17%
AU 2% 0% 2%
IN 0% 0% 0%
BR 0% 0% 50%

Table 1: Deg. ratios of rotating target link sets, by cloud node.
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(at most one for each cloud), and may not cross high-value target links.

We also calculated the degradation ratios by cloud node
with respect to each target link set, as shown in Table 1. These
results highlight the fact that target link sets selected by the
attacker can be “hit or miss” with cloud paths, i.e., some
sets may contain a target link that is in a high percentage of
paths, but other sets may contain no target links at all. For
example, 50% of paths from the BR cloud node cross a target
link in set 3, but no paths cross target links in sets 1 or 2.

We found that out of all (¢, d) paths, 69.8% do not contain
any target links from any of the three sets, 25.3% contain
a target link from one set, 4.5% contain target links from
two sets, and 0.3% contain a target link from all three sets.
Additionally, out of the 30 target links selected between the
three sets, only eleven of them ever occurred in a (c, d) path.
From these results, we conclude that cloud paths reduce the
degradation ratio for clients of the protected network during
rolling Crossfire attacks.

5.3 Future Work on Evaluation

So far, we have discussed the strategy of provisioning limited-
access cloud paths in advance of an attack. Arguably, this
is a step in an ongoing arms race between attackers and
defenders, as attackers could conceivably up their game by
surveiling likely LAPs. But a further advantage of the cloud
is its agility and flexibility in quickly deploying new nodes.
Therefore a key question we ask, and expect to affirm in
future evaluation work is: is it feasible to deploy new cloud
nodes and paths during an attack as a mitigating maneuver?

Such a maneuver would be a moving target defense [7, 26,
28], which can range in complexity from simply changing
the victim’s IP address to shuffling clients to intermediate,
cloud-based proxies. In our case, the “moving target” would
be the set of cloud paths that carry traffic to the destination
network. The adversary’s goal is to pick a set of target links
that cover as many of these paths as possible. Therefore, if the
set of cloud paths could be changed, the adversary would be
forced to change their strategy to find a new set of effective

links. The effectiveness of the moving target defense will
depend on the ability to maximize the independence of these
paths from those that are already saturated.

6 CONCLUSION

As DDoS attacks increase in sophistication, they may attack
resources far away from and not under the direct control
of victims. Even sophisticated defenses, like moving target
approaches, are not immune from this attack. One useful
tool in the defensive arsenal is to use hardened infrastructure
and backup resources that are also distributed. In this paper,
we argue that cloud infrastructure in particular is especially
helpful to this end, as it can be provisioned in advance, de-
ployed on-demand, and may provide security guarantees
beyond that of a victim’s operational capabilities. Studying
such a defense against the Crossfire attack specifically proves
interesting, as it highlights the key issue of surveillance con-
ducted prior to an attack, and counter-measures that a victim
can take.

ETHICAL CONSIDERATIONS

The study of DDoS attacks is a setting where networking
researchers must tread cautiously. The benefit of publishing
novel attacks must clearly be weighed against the societal
harm of possibly increasing the potency of genuine attacks.
While our work is exclusively on DDoS defense, and thus
may seem to be on solid ethical ground, it is worth reminding
ourselves that methods providing benefits to victims also
better inform would-be attackers. We also thought carefully
about conducting network measurements "as if" we were
conducting Crossfire surveillance on a target. We did so with
a light touch, using only low-rate, low-volume traceroutes
from vantage points available for public use. In so doing, we
were reminded how innocuous-looking surveillance prior to
this type of attack may appear to network operators.
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