
Regression tree analysis implementation - ADIA Studies 1&3 

This document outlines the code implementing the regression tree analysis for ADIA studies 1 and 3. 

‘0.preprocess.r’: Create separate training and 

estimation sample  

 Use stratified random sample (stratified by 

demographics characteristics and any ACE) 

‘1.rtree.r’: Implement regression tree using training 

sample 

 Incorporate sampling weights 

 Use all cases, even if missing covariate info 

(surrogate) 

 3 variants  

1. Classical (Breiman, 1998)  

All predictors (either exposure or background 

characteristics) are treated symmetrically  

2. Conditional (Stanfill et al., 2019)  

The importance of exposure to ACEs and OCS is 

examined after adjusting for background 

characteristics. Can only handle a limited number 

of strata. 

3. Causal (Athey & Imbens, 2015)  

Focuses on how OCS and background 

characteristics modify the causal relationship 

between conventional ACEs and outcomes. Start 

by estimating casual effect of conventional ACEs 

adjusting for observed confounding. 

‘2.inference.r’: Obtain inference using the estimation sample 

 Use svyglm to incorporate sampling design (Lumley, 2004) 
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