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1 Weigthed sample quantile calculation

Following the discussion on |Wikipedia, a sample quantile may be characterized
as a solution to the optimization problem,
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where p, is the tilted absolute value function defined by
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I believe the appropriate characterization of a weighted sample quantile would
be
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For example, this characterization results in equivalence between the weighted
sample median (corresponding to 7 = 0.5) and the minimum weighted abso-
lute deviation as one encounters in fitting a weighted Laplace distribution. To
characterize the solutions, first note for the forward and backward derivatives,
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Letting
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https://en.wikipedia.org/wiki/Quantile_regression#Sample_quantile

we characterize the minimum using nonnegativity of the directional derivatives
(ie., dy f(g*) > 0,d_f(¢*) > 0). In our case,
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which simplify to
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This is almost the same as what I see implemented in StatsBase.jl. In my forked
code I made the adjustment for the case where the weights do not represent
FrequencyWeights and tested in the attached code quantile_chk.jl. If isn’t
being used to characterize the weighted sample quantiles, what is?
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https://github.com/JuliaStats/StatsBase.jl
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