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Meeting Logistics

• https://zoom.us/j/556149142

• United States : +1  (646) 558-8656 
-Meeting ID: 556 149 142

https://www.google.com/url?q=https://www.uberconference.com/jeff_ef&sa=D&ust=1479259103165000&usg=AFQjCNEYO0Wzj2p0qCk-_V_c4FNHewUy-w
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Antitrust Policy Notice

• Linux Foundation meetings involve participation by industry competitors, and 
it is the intention of the Linux Foundation to conduct all of its activities in 
accordance with applicable antitrust and competition laws. It is therefore 
extremely important that attendees adhere to meeting agendas, and be 
aware of, and not participate in, any activities that are prohibited under 
applicable US state, federal or foreign antitrust and competition laws.

• Examples of types of actions that are prohibited at Linux Foundation 
meetings and in connection with Linux Foundation activities are described in 
the Linux Foundation Antitrust Policy available at 
http://www.linuxfoundation.org/antitrust-policy. If you have questions about 
these matters, please contact your company counsel, or if you are a member 
of the Linux Foundation, feel free to contact Andrew Updegrove of the firm of 
Gesmer Updegrove LLP, which provides legal counsel to the Linux 
Foundation.
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Agenda/Updates

• SC’20 Events
- Last week:
• Cloud tutorial (11/10) - David, Chris S./Chris D., Derek, Nirmala, Karl
• HPCSYSPROS20 Workshop (11/13) - Reese
• ARM HPC User’s Group (11/9) - Karl

- This week:
• OpenHPC has a virtual booth
• dedicated #sc20 channel in slack – we might get some questions there

• Cloud working group (csim)

• 3rd party efforts (wiki update)

• CernVM-FS

• CentOS Stream issue
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OHPC Cloud Working Group Updates

• SC tutorial presented last week
- Hit a peak of 115 attendees during first broadcast
- 37 of 38 AWS “accounts” were at least redeemed
- The conference interface was … problematic
- Timing of the event was correct; much better than PEARC20 
- The change away from the Cloud9 IDE to dedicated EC2 instances worked 

well 

• Next steps
- Small project to design/implement “the perfect” OHPC tutorial cluster
- Decide what the next evolution of our tutorials look like for next year
- Start working on a Cloud recipe for formal release

• First thing to address is “Cloud CI” for testing
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External ohpc-related links

• We talked last time 
about potentially 
listing related 
commercial efforts that 
leverage openhpc

• Have updated the wiki 
with a disclaimer and 
added 3 examples 
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? Add list of other commercial-oriented offerings here…. 
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Related system 

• Heard from John at 
StackHPC about a top 100 
system using Ansible 
playbook with 
OpenStack+OpenHPC 2.0
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Related Wiki update

• Tutorials link on User Resources
page now refers to the
standalone github-pages site
we used for PEARC’20 and
SC’20 content development

- perhaps we want a vanity url for 
this?
• tutorials.openhpc.community
• docs.openhpc.community
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https://openhpc.github.io/cloudwg/
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CernVM-FS 

• Received a request to discuss potential software addition request for 
CernVM-FS

• From Kenneth
- CernVM-FS is a way to easily distribute software installations around the 

world, through essentially a scalable distributed filesystem that can be 
mounted anywhere.

- Used by European Environment for Scientific Software Installations project 
(EESSI)

- Used for a long time on grid systems for LHC project at CERN

• Not clear to me yet how they benefit being in ohpc
- already packaging rpms and have a yum repo

• Anybody have any experience with this utility?
- planning to meet next Monday am (US)
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https://cernvm.cern.ch/fs/
https://www.eessi-hpc.org/
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CentOS Stream Conflict

• Recent 2.x issue filed 
regarding use of 
CentOS Stream repo 
(#1277)

• We do not enable 
this optional repo in 
our tests

• hwloc tied to our
slurm build
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https://github.com/openhpc/ohpc/issues/1277

