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Problem
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You have lots of knowledge

You don’t know where it is

You don’t know what it is

Search sucks
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How can AI solve this?
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LLM
Large Language Model

Let’s make sure we are on the same page
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word word word word word

Next word A

Next word B

Next word C
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Base text Continuation or Answers
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How can LLM solve this?
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Training a new model?
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Training a new model
High cost

Time consuming
Prone to failure
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How about we put our 
knowledge in the prompt?
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Workshop: 0.5
Let’s try add knowledge into the prompt
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User SystemAssistant
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User

Assistant

System
You are ChatGPT, a large language model trained by OpenAI, based on the GPT-4 architecture. 
Knowledge cutoff: 2023-04 Current date: 2024-02-07

// Whenever you send a message containing Python code to python, it will be executed in a 
stateful Jupyter notebook environment. python will respond with the output of the execution 
or time out after 60.0 seconds. The drive at '/mnt/data' can be used to save and persist user 
files. Internet access for this session is disabled. Do not make external web requests or AP…
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User Assistant

❌ LLM doesn’t take 1 message and generate the next ❌ 
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System

User

Assistant

User

Assistant

User

Assistant

But rather takes the whole conversation to generate the next message
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Try platform.openai.com/playground
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Start simple…
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Let’s alter the assistant a bit…
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Now do something odd…
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Demo
Bundle internal knowledge to the system message
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Workshop: 1
Let’s make our own chat UI
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• Clone the project

• Follow the instruction in the README file to setup

bit.ly/ts-ai-workshop



28Architecture of the workshop 1

Chatbot OpenAI
1. Send conversation

2. Get the next message
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Cool! But we have 1 problem



30* Using 12pt font size and 1.5 line spacing

≈ 96,000 words
Or

≈ 200 pages of A4*



31

How can we pack all knowledge 
so it fit 200 pages of A4?

Spoiler: We don’t
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What if we can select 
relevant knowledge to prompt
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RAG
Retrieval-Augmented Generation

Introducing the new concept:
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AR G
Generation

Text generation
(Chat completion, ChatGPT, etc.)

Augmented

Providing context 
for generation

Retrieval

Use retrieved relevant 
information as context

Contextually informed text generation based on relevant information



35

AR G
Generation

Text generation
(Chat completion, ChatGPT, etc.)

Augmented

Providing context 
for generation

Retrieval

Use retrieved relevant 
information as context

Contextually informed text generation based on relevant information

DONE
DONE
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How to retrieve 
relevant information?
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The “naive” way
Bag-of-words approach

The rapid advancement of technology has 
transformed every aspect of our lives. From 
smartphones that connect us instantly to the 
world, to artificial intelligence systems that 
can process vast amounts of data, innovation 
continues at a blistering pace. These 
technological breakthroughs are reshaping 
industries, revolutionizing communication, 
and opening up new possibilities we could 
scarcely imagine just a few decades ago.

The impact of technology on society is 
profound and far-reaching. While 
smartphones and artificial intelligence 
exemplify recent innovations, emerging fields 
like quantum computing and biotechnology 
promise even more dramatic changes ahead. 
As we navigate this rapidly evolving 
landscape, it's crucial to consider both the 
benefits and potential risks of our increasing 
reliance on digital systems and automated 
processes.
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Embedding
Turn text into numbers

Introducing the new concept:
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Lorem ipsum dolor sit amet, consectetur 
adipiscing elit. Quisque aliquam 

venenatis sapien a rutrum. Cras cursus et 
elit at placerat. Vivamus a tellus sed dui 
egestas fermentum at at augue. Etiam 

dictum vel nunc a volutpat. Etiam 
dignissim lorem diam, quis malesuada 
tellus congue sit amet. Donec viverra a 

lorem at auctor. Interdum et malesuada 
fames ac ante ipsum primis in faucibus.

0.94536
0.22745
0.11645

⋮
0.37367

Vector
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* Embedding vector are not 2 dimentional. But rather 1,000+. 
   This is just to visualize the idea of semantic similarity
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* Again, embedding vector are not 2 dimentional.
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0.94536
0.22745
0.11645

⋮
0.37367



43* Vectors are saved together with its original text into the DB. So it can be used in retrieval.

Vector 
DB

embed

0.94536
0.22745
0.11645

⋮
0.37367

0.94536
0.22745
0.11645

⋮
0.37367

0.94536
0.22745
0.11645

⋮
0.37367

0.94536
0.22745
0.11645

⋮
0.37367

0.94536
0.22745
0.11645

⋮
0.37367

save

“Recommend me a fragrance”

em
b

ed

0.94536
0.22745
0.11645

⋮
0.37367

find

Nearest 
documents
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Workshop: 2
Let’s build an Embedding API and connect it with chat.
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• Switch to branch `pre-workshop-2`

• Follow instruction for workshop 2 in repo’s wiki

bit.ly/ts-ai-workshop

Same link, just in case



46* Embedding API does 2 things. First, save text. Under the hood it embeds the text and save both to DB.

Embedding APIVector 
DB

3. Save text with its vector
OpenAI

Text

1. Receive

2. Embed text
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* Then embedding API can get relevant text. 
   By taking query, embeds, and find nearest embedding vectors and return the text of those vectors.
* Chatbot then take the result text to generate chat response message.

Chatbot OpenAI
5. Send conversation

6. Get the next message

Embedding APIVector 
DB

1. Send question

2. Embed question3. Find the closest embedding

4. Return relevant text
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What if I want to just search, 
not chat
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Search OpenAI

Embedding APIVector 
DB

1. Send question

2. Embed question3. Find the closest embedding

4. Return relevant text

5. Display list of results
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Workshop: 3
Let’s build the search
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• Switch to branch `pre-workshop-3`

• Follow instruction for workshop 2 in repo’s wiki

bit.ly/ts-ai-workshop

Same link, just in case
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54In Agoda, we also implement a chatbot and integrate in Slack for engineers to increase their productivity.
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Thank you!


