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Contribution

In this paper, the authors evaluate the validity of metalinguistic prompting as a way 
of measuring LLMs’ internal knowledge.

Two research questions:

1. How well do models perform under direct and metalinguistic evaluation 
methods?

2. How consistent are the metalinguistic methods with the direct method?



Four Experiment

Direct Method: Computing probabilities 
of predicted tokens.

Zero-shot metalinguistic prompting: Ask a 
question or specify a task requiring a judgment 
about a linguistic expression.



LLMs

● Flan-T5 models:
○  small, 
○ large, 
○ XL

● GPT-3/3.5 models:
○ textcurie-001/GPT-3, 
○ text-davinci-002/GPT-3.5, 
○ textdavinci-003/GPT-3.5



Evaluation method

Accuracy evaluation: 

● Compare the log probability of the predicted token.
● Pseudo log probability of the whole sentence.

Internal consistency between direct and metalinguistic evaluation:

Average correlation coefficient (Pearson’s r) between the item level 
differentials measured by the direct method and a particular metalinguistic 
prompting method.



Experiment 1: word prediction

● A simplified version of next word prediction.
● Predict the final word of a sentence.
● Datasets:

○ P18: 384 simple declarative sentences that state a fact about familiar concepts.
○ News: 222 sentence from recent news (title-first sentence).



Experiment 1(word prediction): prompt example



Experiment 2: semantic plausibility

● Judge which of two words is a more likely continuation of a sentence.
● Assess knowledge of semantic plausibility.
● Dataset:

○ Minimal pair: 395 minimal sentence pair. Each pair consist of two sentences that differ only in 
the final words. 

○ Example: The archer released the arrow/interview.



Experiment 2(semantic plausibility): prompt example



Experiment 3a: Sentence judgment (isolated)

● Evaluate models’ ability to judge whether a sentence is a “good” sentence of 
English.

● A good and bad sentence is evaluated separately. 
● Dataset:

○ Minimal pair dataset of english grammatical syntax.
■ SyntaxGym
■ BLiMP



Experiment 3a(Sentence judgment) prompt example



Experiment 3b: Sentence comparison

● Measure models’ syntactic judgments.
● However, instead of presenting the model with sentences in isolation, the 

experiment present the model with both sentence of a minimal pair.
● Dataset:

○ Same as experiment 3a (SyntaxGym, BLiMP)



Experiment 3b(Sentence comparison) prompt example



Task Performance



Task Performance

Metalinguistic judgments 
are not the  same as direct 
measurements.



Task Performance

Direct measurements 
generally perform ≥ 
metalinguistic methods.



Task Performance

Minimal pairs help reveal 
models’  generalization 
capacities.



Internal
consistency



Internal
consistency

Consistency gets worse as we 
get  further from direct 
measurement of next-word  
probabilities.



Discussion

● Taken together, their findings suggest that negative results relying on metalinguistic prompts 
cannot be taken as conclusive evidence that an LLM lacks a particular linguistic 
generalization.

● These findings suggest a possible basis for a competence performance distinction in LLMs: 
namely, the  distinction between the information encoded in a model’s isolated-sentence 
string probability distribution versus the model’s behavioral responses to prompts.

● Their results also highlight the value that is lost as researchers move toward interacting with 
LLMs through closed APIs, where access to models’ underlying probability distributions is 
limited.


