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In Dr. Josh Tenenbaum’s talk, the gap between current
function approximation/pattern recognition to the world
intelligence (WI1)

Explain and understand what we see
Imagine things we could see but haven't yet
Plan actions and solve problems to make these things real => Planning

Build new models when we learn more about the world



Theory of Mind

How you think your brain is working...

ToMCAT. A collaboration between the Information School (INFO), Computer
Science (CS), and Family Studies and Human Development (FSHD) has been
awarded a large grant to develop a theory of mind-based cognitive architecture for
teams (TOMCAT). The grant ($7.5M, for 48 months) is part of the DARPA Artificial
Social Intelligence for Successful Teams (ASIST) program.

The goal of the project is to build artificially intelligent agents that understand both
the social and goal-oriented aspects of teams in mission-like scenarios (e.g.,
search-and-rescue missions), and are able to reason about possible interventions.
The agent, TOMCAT, needs to model human players' affect and beliefs about
the situation and about each other's affect and beliefs (theory of mind). We will
ground this work in extensive measurements of humans interacting in small teams,
that will include audio, video, eye tracking, electrocardiography (EKG),
electroencephalography (EEG), functional near-infrared spectroscopy (fNIRS), and
self report. The participants will execute missions within a Minecraft environment
with one, two, three, or four human players interacting with the TOMCAT agent.

(Text by Prof. Kobus Barnard, image by Prof. Joshua Tenenbaum)
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https://www.darpa.mil/program/artificial-social-intelligence-for-successful-teams

Modular Neural Network (MNN) [Audo, 1999]
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Alice
(LLM)

“Hi, Bob. I
Jfound 3 target objects
in the kitchen,

I remember
you were holding an
empty container,
can you come here to
pick them up while I

£0 to explore other
e Tea tray

® Bob

(Human/Al)

“OK, thanks for your
information, I'll go to
transport them.”




They use both prompting and fine-tuning techniques
in different stages of their framework.

Prompting with GPT-4: use the strong reasoning,
language comprehension, and generation
capabilities of GPT-4 to drive their cooperative agent
(CoELA). This approach allows the agent to
generate plans and communicate naturally, making it
effective in cooperative tasks.



Fine-tuning with LoRA:

They also fine-tune an
open-source model, LLAMA-2,
using LoRA.

The fine-tuned model, referred
to as CoLLAMA, was trained on
a small set of task-specific data
collected by their agents. This
fine-tuning improved the
model’s ability to perform in
specific multi-agent tasks
(subtasks in this paper).

Pretrained
Weights




Cooperative Planning Under DEC-POMDP-COM

- Decentralized Partially Observable Markov Decision Process (DEC -

POMDP)

cabinet.l cabinet.2 '

Current Action Space

Object Interaction
cabinet.l: open/close/put
cabinet.2: open/close/put

: open/close/put/turn-on
pot.4: grab/put
pan.5: grab/put
toaster.6: open/close/put/turn-on

Navigation
walk to kitchen/bathroom/..

Low-Level
turn right/left
move forward

Communication




Testing Environments And Defining Tasks (Goals)

3D World - Platform (3D Multi Agent Transport)

Watch And Help - A CHALLENGE FOR SOCIAL
PERCEPTION AND HUMAN-AI COLLABORATION



3D World - Platform (3D Multi Agent Transport)

(a) Observation
Egocentric

Segmentation Depth (b) Third Person View

(d) Task Setup

Example Task: Transport 1 vase, 2 boftle , to a bed.

Observation: RGB-D image, Segmentation Mask
Navigation: Move Forward By, Rotate By

Interaction: Go to Grasp, Put in Container, Drop

Figure 2: The details of ThreeDWorld Transport Challenge. (a) The observation state includes first-person view RGB image,
Depth image, and semantic segmentation mask; (b) and (c) are Third-person view, and top-down view of the environment
respectively; (d) Outline of the task and action space.



Figure 4: The flowchart of high-level and low-level planners.

o PureRL  © RL Exploration W Frontier Exploration 0 Active Exploration W Semantic Exploration

House 1 House 2 House 3 House 4 House 5

Figure 5: Comparisons of transport rates in each unseen room.



In this challenge, an embodied agent with two articulated arms and equipped with
RGB-D vision is randomly placed in a virtual house.

The task for the agent is to search for specific target objects scattered around
multiple rooms and transport them to a designated location, such as a bed, using
realistic physics.

Containers are available within the environment that the agent can use to carry
multiple objects at once, enhancing efficiency.



» Synergy between navigation and interaction. The agent cannot move to grasp an
object if this object is not in the partial view, or if the direct path to it is obstructed
(e.g. by a table).

* Physics-aware Interaction. Grasping might fail if the agent’s arm cannot reach an
object.

» Physics-aware navigation. Collision with obstacles might cause objects to be
dropped and significantly impede the transport efficiency.

* Reasoning about tool usage. While the containers help the agent transport more
than two items, it also takes some time to find them. The agent thus has to reason
about a case-by-case optimal plan.




3D-LLM: Injecting the 3D World
into Large Language Models
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3D Captioning )

( 3p Question Answering )\

Describe the scene.

( 3D Grounding )
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This is a gray and blue leather chair.

It is placed on the right of 2 identical
leather chairs.

A small Asian restaurant with a
Japanese architectural style.

‘ ) L ‘ p, Question: Is th?amous building?y
£ 3 g N

Answer: It’s Eiffel Tower and it’s
well-known.

Vs

Task Decomposition )

sy e

I'm at the blue bed.

| it t &
L want to get dressed. )

( 3D-Assisted Dialog )

L Can you turn on the light?

)/
3D Dense Captioning )\

Generate a caption for the object.)

¥

¥

2 \

{ 3
1. Go to the wardrobe and open it.
2. Take out clothes.

3. Turn right and exit the room.

4. Walk to the bathroom.

5. Facing the mirror and dress.
J

Sure. Which one?
The wall lamp.

Ihave turned on the wall lamp.
Is it bright enough?
No. Can you also turn on

the bed lamp?

Ablue bed in the room. It has
brown pillows on it. It has tables
on the left side and a lamp
standing on the table. On the right
there is a backpack.

( Object Navigation )

( Vision-Language Navigation)

»

i

I want to find a TV. | went from (1)
\_to (2). Where should | go next? )

Instruction: Go past the sofa and ...
1 am at (1). Where should | go next?

lam at 1). I want o kno the color
of the stove? What should | do?y

L 2

M Input Prompt M\\ Input Prompt /M\ Input Prompt
4

s 7

You should go to (3). )

You should go to (2).

stove may exist. J/

Figure 1: Examples from our generated 3D-language data, which covers multiple 3D-related tasks.



Key features of 3D World challenge include:

Physics-aware Interaction: Agents must interact with objects under realistic
physical constraints (e.g., objects may be dropped if the agent collides with
obstacles).

Navigation and Planning: The challenge involves planning efficient routes for
object retrieval and transportation, taking into account obstructions, object
placement, and tool use (like containers).

High-Level Action: The environment supports high-level action commands for
interaction and movement, but the agent must manage complex physics-based
constraints in real time.



Watch And Help!

An Al agent needs to help a human-like agent perform a complex household task
efficiently.

To succeed, the Al agent needs to

1) understand the underlying goal of the task by watching a single demonstration of
the human-like agent performing the same task (social perception)

ii) coordinate with the human-like agent to solve the task in an unseen
environment as fast as possible (human-Al collaboration).






/A\ Alice’s task: set up a dinner table R Bob’s task: guess Alice’s goal and help her
WATCH stage: Bob watches Alice’s behaviors and infers her goal

Alice may want
to set up a

dinner table

Puig and Shu (2021).
https://github.com/xavierpuigf/watch_and_help



https://github.com/xavierpuigf/watch_and_help

- —-% WATCHstage n — HELP stage
Ground-truth Goal

VirtualHome-Social

»| A Built-in Alice |Aice’s action =
EEE——
or Human o d‘

ON(plate, table): 2
ON(glass, table): 1
ON(fork, table): 1

Alice’s observation

Task Demonstration

_————p Bob’s action

”Bob’s Model B>

>

Environment
(Unseen in demonstration)

Bob’s observation

- Understanding of teammates’ goal
- Partial observation of the environment
- Adapt to Alice’s plan



MCTS - Monte Carlo Tree Search

Selection: Start from the root of the tree and select a node using a strategy (like maximizing
an upper confidence bound) until you reach a leaf node.

Expansion: If the leaf node has possible unexplored actions, expand the tree by adding a
new node (i.e., simulate one of the actions).

Simulation: Simulate random actions starting from the newly added node until reaching a
possible end state.

Backpropagation: Update the values of all the nodes in the path based on the result of the
simulation.



Hierarchical Task Networks - Monte Carlo Tree Search

HTN Plan Recognition

A solution (or plan explanation) is a task
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Goal Observation

Cﬁelief

Planner
Action 1
Environment

Figure 3: Overview
of the human-like
agent.

Puig and Shu (2021)

Helping Policy/Planner

Predicate as subgoal

D Goal o
Inference 91— High-level

e.g., IN(cupcake, fridge) Low-level

t
OBob

.
/——' Policy/PIarz///v Policy/Planner a’Bob

Figure 4: The overall design of the baseline models. A goal inference
model infers the goal from a demonstration D and feeds it to a helping pol-
icy (for learning-based baselines) or to a planner to generate Bob’s action.
We adopt a hierarchical approach for all baselines.

Table 2: Predicate sets used for defining the goal of Alice in five types of activities.

Set up a dinner table

ON (plate,dinnertable),ON (fork,dinnertable),
ON (waterglass,dinnertable), ON(wineglass,dinnertable)

Put groceries

IN (cupcake, fridge), IN (pancake, fridge), IN (poundcake, fridge),
IN (pudding, fridge), IN (apple, fridge),
IN(juice, fridge), IN(wine, fridge)

1) a belief of object locations in the environment Prepare a meal

2) a hierarchical planner

ON (coffeepot,dinnertable), ON (cupcake,dinnertable),
ON (pancake, dinnertable), ON (poundcake, dinnertable),
ON (pudding, dinnertable), ON (apple,dinnertable),

ON (juice,dinnertable),ON (wine,dinnertable)

Wash dishes

IN(plate,dishwasher), IN(fork, dishwasher),
IN (waterglass,dishwasher), IN (wineglass, dishwasher)

Read a book

HOLD (Alice,book), SIT (Alice, sofa), ON (cupcake, coffeetable),
ON (pudding, coffeetable), ON (apple, coffeetable),
ON (juice, coffeetable),ON (wine,coffeetable)




Goal oN(plate, dinnertable): 2
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Figure 12: Schematic of the human-like agent. Based on the state graph sampled from the belief,
the hierarchical planner searches for a high-level plan over subgoals using MCTS; then RP searches

for a low-level plan over actions for each subgoal. The first action of each plan is sent back to the
environment for execution.

Prior Observation Posterior
o fork O wine glass o apple radiorl O fork O wine glass 0 apple: in cabinet

+ 7]

Location distribution of wine glass

I V| O s

Drawer Fridge Counter Cabinet

Location distribution of wine glass

_>|_||—|

Drawer Fridge Counter Cabinet

Figure 13: The agent’s belief is represented as the location distribution of objects, and is updated at
each step based on the previous belief and the latest observation. In the example, the open cabinet

reveals that the wine glass can not be in there, and that there is an apple inside, updating the belief
accordingly.
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A solution (or plan explanation) is a task
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Alice

(LLM)

“Hi, Bob. I
Sfound 3 target objects

in the kitchen,

I remember “OK, thanks for your
you were holding an 1 information, I'll go to
empty container, Orange  Apple transport fhem
can you come here to | °Lll< |
pick them up while I T

go to explore other M
rooms?”

Figure 1: A challenging multi-agent cooperation problem with decentralized control, raw sensory
observations, costly communication, and long-horizon multi-objective tasks.

Two Al Agents cooperate to transport multiple target objects in a multi-room house



Common Sense Knowledge

Reasoning Ability
Text Generation (Communication)

Language Comprehension



Cognitive Science -> LLM + Modular Cognitive Framework
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Cooperative
Embodied

Language Agent

(CoELA)

/

Act.

Act.

Our Agent (b)(*

Ve

(d)

Memory Module x

. Update
Perception Module
. W,
7 R .
Communication LTS
Module
J
Message
( "\ Retrieve
Planning Module@
1\ J
Update
Plan
( A Retrieve
Execution Module
L J

Semantic Mem
(b1) )
Semantic map
Task progress
Agent state
)
Episodic Mem
((b2) h
Action history
Dialogue history
- _J
Procedural Mem
'd (b3) N\
Agent code
LLM param
\ Y,

>/

Figure 2: An overview of CoELA. There are five key modules in our framework: (c) The Communi-
cation Module and (d) the Planning Module leverage LLMs to generate messages and make plans,
(b) The Memory Module stores the agent’s knowledge and experience about the world and others
in semantic, episodic and procedural memory respectively, (a) The Perception Module and (e) the
Execution Module interact directly with the external environment by perceiving raw observations and
generating primitive actions. More design details can be found in Appendix A.



Environment

Observation

Perception
Module

Semantic Map

Extracted Information

* <apple>(136), [-2.4, 0.1,-2.0]

* <apple>(638), [-1.1, 0.1,-1.8]

,* Bob, 1, [-3.6, 0.0, -4.1], holding
<bread>(534), <orange>(238)

+ Alice, 0, [5.7, 0.0, -1.5], holding
nothing

I!-

Move forward

Low-Level Actio
0.5m

Execution
Module

| explore current room
<Livingroom> (4000)

High-Level Plan

Planning
Module@

Planning Module

Instruction Head

Goal Description State Description

Dialogue History Action History
Action List

A. transport objects I'm holding to the bed

B. go to <Livingroom>(1000)

C. go to <Bedroom>(2000)

D. go to <Office>(3000)

E. go to <Kitchen>(5000)

F. go to <Livingroom>(6000)

G. explore current room <Livingroom>(4000)

H. Send message “Hi Alice, I'm in the Livingroom ...”

Answer Extraction

Memory
[\ -
- @, - o Module
o M=

"Hi Alice, I'm in the Livingroom with
a bread and an orange. I've also

Communication

spotted two apples here. Can you
search the Office and Kitchen for the
remaining objects?”

Module @

Message

Communication Module

Instruction Head

Goal Description

State Description
Progress: |'ve taken 135/3000 steps. I'm holding two target objects
<bread>(5345043) and <orange>(2387360). I'm in the <Livingroom>(4000),
where |'ve explored part of it and found target objects <apple>(13644036),
<apple>(6381322). Last time | saw Alice was in the <Office>(3000), she was
holding nothing. I've explored none of the <Livingroom>(1000). I've explored
none of the <Bedroom>(2000), and | found the goal position bed there. I've
explored none of the <Office>(3000). I've explored none of the
<Kitchen>(5000). I've explored none of the <Livingroom> (6000).

Action History

Dialogue History




ThreeDWorld Multi-Agent Transport (TDW-MAT)
ThreeDWorld Transport Challenge (Gan et al., 2022)

- Transport Rate (TR)

Subtasks complement rate
- Average steps L:

C-WAH (communicative watch and help) tasks average steps
- Efficiency Improvement (El)

delta (M) / M_{0}



Experiment

3D World - Platform (3D Multi Agent Transport)
(TDW-MAT, Page 6)

Symbolic Obs Visual Obs

MHP 111 141
MHP + MHP 75(133%) 103(126%)
MHP + CoELA 59(1T45%) 94(134%)

CoELA + CoELA 57(149 %) 92(134%)

Table 2: Quantitative results on C-WAH. We
report the average steps(Efficiency Improvement)
here over 5 runs for MHP and 1 run for CoELA
due to cost constraints. The best performance is
achieved when cooperating with CoELA.




Evaluations

Metrics: Transport Rate | Metrics: Average Steps |
TDW-MAT C-WAH
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» RHP = RHP+RHP ®RHP+CoELA ® CoELA + CoELA = MHP = MHP+MHP ® MHP+CoELA ® CoELA+CoELA



a. adapt plans

b. respond to requests

Bob: "Hey Alice, I found a <cutleryfork> (374) in the <bedroom>.1m heading to the kitchen to explore. Please check the Bob: “Hey Alice, I've got a - cupcake

living room or bathroom for more cutleryforks . Let's regroup al the

(375) and foundan pple  (377) in the
Atathers (100 heie fndall el livingroom ~. Let's explore the kitchen, bathroom, and bedroom for the other
o : ' items. Can you grab the <upple= (3 77)" Let me know your location too.”

Bob shares his progress and
suggests a labor division.

Alice suggests another plan B
since she's already in the kitche

ob agrees with Alice and adjusts
his plan to cooperate with Alice.
Sl —

‘ NG o

Alice: “Hi Bob, I found a <cutleryfork> (373) and the <dishwasher> (104) in the <kitchen>.

Please check the living room for more cutleryforks while I explore the remaining kitchen cabinets.
Let's meet at the dishwasherwhen we have all three forks!”

1\ IN2roonL

Alice: “Hey Bob, I've grabbedthe —p/o~ (77 and put the < poundcake ~ (372)
in the - fridge ~ (103). I'm in the <livingroom> now. Please put the cupcake
(375) in the - fridge~ (103) and check the —cabinet ~ (216) in the bedroom.”
¢. not to communication  d. know when to request

Alice: “Let's update each other with any

Bob: “Alice, I'm in the - Livingroom - (4000) with a full container  plastic_basket  (7406). Please pick
. - up a container from - Office
findings. . -

(2000) or - Livingroom ~ (3000), collect the <iphone> (8911) in
<Livingroom> (1000)."
. - o

e. share information

Alice: “Bob, I've found the bed in the Bedroom (8000) and fully explored it. I
suggest you gather the purse in the Office (4000) and containers from the

Bob requests Alice to
grab a new target.

Bob finds a

and chooses to direetly
put it on the table instead of sharing this

i
with Alice first for higher efficiency

Alice thinks: First. you should go to the - Livingroom - (1000) where the target object <iphone>(8911) is
located. So. choose action go to <Livingroom= (1000).

are good cooperators.

Alice goes there
and grabs it.  +

1
*'L‘ pim - Q

Livingroom (2000) or Office (1000).

. ol =
; —
! L
Q =
|] Alice shares information with Bob.and -

Bob receives and responds with his plan.

e e
I Rl

-

Bob: “Alice, I'm in the Livingroom (3000) with an iphone (6929) and found a
lighter (5166) and another iphone (1852) here. I

‘Il head to Livingroom (2000)
[or containers and then Office (4000) for the purse. ”

Figure 3: Example cooperative behaviors demonstrating CoELA can communicate effectively and



Cooperate with Humans (8 HUMANS)
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Human Collaboration

1 9
[
I have found cupcake and juice in é
bedroom, you can search other room now. tm 2

Great, I'm in the kitchen now. I'll search
the cabinets and appliances here for the
wine, apple, and poundcake. Let me
know when you've put the cupcake and
juice on the kitchen table.

I have put them on the kitchen table. And I
want to search livingroom and bathroom.

Figure 10: A qualitative example in Human + CoELA experiments, showcasing CoELA can commu-
nicate with Humans well and end up with a perfect division of the exploration trajectory.



Strong LLM is required

CoELA

GPT-3.5 driven

w/o comm |

w/0 memory

40 50 60 70 80 90 100 110
Average Steps

m Average Steps Comm Steps



Limitation
- No usage of 3D spatial information. We can use 3D models to improve
performance

&

Prompt:

Bob has started to
put the burger inta

the tea tray now. Alice: “ Bob, Goal Description: Transport 3 pens, 1 lighter, 3 ipods, 2 purses,
' 8

please put 1 key to the bed.
State Description: I've taken 1818/3000 steps. We've already

<}

But Alice canno your burger
hferthi (258) into transported ipod (1831), purse (4143), pen (2912), lighter (5824),
i purse (7631), ipod (2088), ipod (9981), pen (3714) to the bed.
(634) and Let’s think step by step.
~ explore the -
A b Livingroom ” X3

Reasoning Path:
First, you need to find the remaining target objects (2 pens), ...

Figure 5: Failure cases 6 TDW-MAT. (a) The Agent fails to reasorfthe other one is already putting
the burger into the container. (b) The LLM counts the number of the remaining target objects wrong.



Limitation

- Unstable performance on complex reasoning

&

Prompt:

Bob has started to
put the burger inta

the tea tray now. Alice: “ Bob, Goal Description: Transport 3 pens, 1 lighter, 3 ipods, 2 purses,
' 8

please put 1 key to the bed.
But Alice cannot, - your burger State Description: I've taken 1818/3000 steps. We've already
L A ™) transported ipod (1831), purse (4143), pen (2912), lighter (5824),

<}

infer this. (258) into . .
o e purse (7631), ipod (2088), ipod (9981), pen (3714) to the bed.
(634) and Let’s think step by step.
~ explore the >
g ! Livingroom ” X3

Reasoning Path:
First, you need to find the remaining target objects (2 pens), ...

Figure 5: Failure cases 6 TDW-MAT. (a) The Agent fails to reasorfthe other one is already putting
the burger into the container. (b) The LLM counts the number of the remaining target objects wrong.



Questions/Problems

1. How does CoELA handle the scenario where no consensus is reached? For
example, Alice wants Bob to goto A and Bob wants Alice to goto B.

2. Previous works using LLM for implementing embodied agents?

3. Cognitive architecture is not a language based approach. While it seeks to
integrate Large Language Models (LLMs) into a cognitive-inspired modular
framework for cooperative embodied agents, it overlooks a key principle of
cognitive architecture: such architectures are typically not language-based but
instead rely on symbolic or neural representations for reasoning and
perception.






COMBO, a compositional world model with video diffusion
models. A planning framework combining VLMs to imagine
the world changes in the long run for better multi-agent
cooperation.



Using diffusion model to Monte Carlo Sampling
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Compositional World Model \
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Find best path and execute it

——p| Action —> .
Proposer . — T o
i ces Compositional gc__\ %
o
—y World Model % 5
-_— |ntent oRE|
Tracker » >
— Action = .
Proposer . — -
i ces Compositional o 8
—, World Model OC_’ §
—_—)  |ntent %?D
Tracker i .2, '

1 | | —



Average Steps Evaluation (Fewer is better)

Metrics: Average steps |
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