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In Dr. Josh Tenenbaum’s talk, the gap between current 
function approximation/pattern recognition to the world 
intelligence (WI)

- Explain and understand what we see

- Imagine things we could see but haven’t yet

- Plan actions and solve problems to make these things real => Planning

- Build new models when we learn more about the world



Theory of Mind

How you think your brain is working…

ToMCAT. A collaboration between the Information School (INFO), Computer 
Science (CS), and Family Studies and Human Development (FSHD) has been 
awarded a large grant to develop a theory of mind-based cognitive architecture for 
teams (ToMCAT). The grant ($7.5M, for 48 months) is part of the DARPA Artificial 
Social Intelligence for Successful Teams (ASIST) program. 

The goal of the project is to build artificially intelligent agents that understand both 
the social and goal-oriented aspects of teams in mission-like scenarios (e.g., 
search-and-rescue missions), and are able to reason about possible interventions. 
The agent, ToMCAT, needs to model human players' affect and beliefs about 
the situation and about each other's affect and beliefs (theory of mind). We will 
ground this work in extensive measurements of humans interacting in small teams, 
that will include audio, video, eye tracking, electrocardiography (EKG), 
electroencephalography (EEG), functional near-infrared spectroscopy (fNIRS), and 
self report. The participants will execute missions within a Minecraft environment 
with one, two, three, or four human players interacting with the ToMCAT agent.

(Text by Prof. Kobus Barnard, image by Prof. Joshua Tenenbaum)

https://www.darpa.mil/program/artificial-social-intelligence-for-successful-teams


Modular Neural Network (MNN) [Audo, 1999]

Multi Module decision-making







They use both prompting and fine-tuning techniques 
in different stages of their framework. 

Prompting with GPT-4: use the strong reasoning, 
language comprehension, and generation 
capabilities of GPT-4 to drive their cooperative agent 
(CoELA). This approach allows the agent to 
generate plans and communicate naturally, making it 
effective in cooperative tasks. 



Fine-tuning with LoRA: 
They also fine-tune an 
open-source model, LLAMA-2, 
using LoRA. 

The fine-tuned model, referred 
to as CoLLAMA, was trained on 
a small set of task-specific data 
collected by their agents. This 
fine-tuning improved the 
model’s ability to perform in 
specific multi-agent tasks 
(subtasks in this paper).



Cooperative Planning Under DEC-POMDP-COM

- Decentralized Partially Observable Markov Decision Process (DEC - 
POMDP)



Testing Environments And Defining Tasks (Goals)

3D World - Platform (3D Multi Agent Transport)

Watch And Help - A CHALLENGE FOR SOCIAL 
PERCEPTION AND HUMAN-AI COLLABORATION 



3D World - Platform (3D Multi Agent Transport)





In this challenge, an embodied agent with two articulated arms and equipped with 
RGB-D vision is randomly placed in a virtual house. 

The task for the agent is to search for specific target objects scattered around 
multiple rooms and transport them to a designated location, such as a bed, using 
realistic physics.

Containers are available within the environment that the agent can use to carry 
multiple objects at once, enhancing efficiency.



• Synergy between navigation and interaction. The agent cannot move to grasp an 
object if this object is not in the partial view, or if the direct path to it is obstructed 
(e.g. by a table). 

• Physics-aware Interaction. Grasping might fail if the agent’s arm cannot reach an 
object. 

• Physics-aware navigation. Collision with obstacles might cause objects to be 
dropped and significantly impede the transport efficiency. 

• Reasoning about tool usage. While the containers help the agent transport more 
than two items, it also takes some time to find them. The agent thus has to reason 
about a case-by-case optimal plan.





Key features of 3D World challenge include:

● Physics-aware Interaction: Agents must interact with objects under realistic 
physical constraints (e.g., objects may be dropped if the agent collides with 
obstacles).

● Navigation and Planning: The challenge involves planning efficient routes for 
object retrieval and transportation, taking into account obstructions, object 
placement, and tool use (like containers).

● High-Level Action: The environment supports high-level action commands for 
interaction and movement, but the agent must manage complex physics-based 
constraints in real time.



Watch And Help! 

An AI agent needs to help a human-like agent perform a complex household task 
efficiently. 

To succeed, the AI agent needs to 

i) understand the underlying goal of the task by watching a single demonstration of 
the human-like agent performing the same task (social perception)

ii) coordinate with the human-like agent to solve the task in an unseen 
environment as fast as possible (human-AI collaboration).





Puig and Shu (2021). 
https://github.com/xavierpuigf/watch_and_help

https://github.com/xavierpuigf/watch_and_help


- Understanding of teammates’ goal
- Partial observation of the environment
- Adapt to Alice’s plan



MCTS - Monte Carlo Tree Search

Selection: Start from the root of the tree and select a node using a strategy (like maximizing 
an upper confidence bound) until you reach a leaf node.

Expansion: If the leaf node has possible unexplored actions, expand the tree by adding a 
new node (i.e., simulate one of the actions).

Simulation: Simulate random actions starting from the newly added node until reaching a 
possible end state.

Backpropagation: Update the values of all the nodes in the path based on the result of the 
simulation.



Hierarchical Task Networks - Monte Carlo Tree Search

By Loren Rieffer-Champlin



Puig and Shu (2021)

 1) a belief of object locations in the environment

2) a hierarchical planner







Two AI Agents cooperate to transport multiple target objects in a multi-room house



Common Sense Knowledge

Reasoning Ability

Text Generation (Communication)

Language Comprehension



Cognitive Science -> LLM + Modular Cognitive Framework



Cooperative 
Embodied 
Language Agent

(CoELA)





ThreeDWorld Multi-Agent Transport (TDW-MAT)
ThreeDWorld Transport Challenge (Gan et al., 2022) 

- Transport Rate (TR)
- Subtasks complement rate

- Average steps L:
- C-WAH (communicative watch and help) tasks average steps

- Efficiency Improvement (EI)
- delta (M) / M_{0}



Experiment

3D World - Platform (3D Multi Agent Transport)
(TDW-MAT, Page 6)



Evaluations





Cooperate with Humans (8 HUMANS)



Human Collaboration



Strong LLM is required



Limitation
- No usage of 3D spatial information. We can use 3D models to improve 

performance



Limitation
- Unstable performance on complex reasoning



Questions/Problems

1. How does CoELA handle the scenario where no consensus is reached? For 
example, Alice wants Bob to goto A and Bob wants Alice to goto B.

2. Previous works using LLM for implementing embodied agents?
3. Cognitive architecture is not a language based approach. While it seeks to 

integrate Large Language Models (LLMs) into a cognitive-inspired modular 
framework for cooperative embodied agents, it overlooks a key principle of 
cognitive architecture: such architectures are typically not language-based but 
instead rely on symbolic or neural representations for reasoning and 
perception. 





COMBO, a compositional world model with video diffusion 
models. A planning framework combining VLMs to imagine 
the world changes in the long run for better multi-agent 
cooperation.



Using diffusion model to Monte Carlo Sampling





Find best path and execute it



Average Steps Evaluation (Fewer is better)


