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Multi Layer Perceptrons

• Building blocks of modern AI
• Expressive power guaranteed by Universal Approximation 

Theorem
• Drawbacks:
• Less interpretable
• Almost all non-embedding parameters

• Can we do better?



Kolmogorov-Arnold Networks

• Inspired by Kolmogorov Arnold Theorem
• Replace activations with splines (1D)
• No edge weights to learn; only spline weights
• Benefits:
• Accurate
• Interpretable



Kolmogorov-Arnold Networks

Splines – Fail due to curse of dimensionality
MLPs – ReLUs cannot express the sines and exponentials accurately
KANs – Can discover the formula from data



MLP vs KAN



Activations in KANs

• Activation functions are more heavy-duty and parametrized
• Smooth curves using Splines
• Why smooth?
• For differentiability and end-to-end learning



Splines

• Composed of piece-wise basis functions 
(B-Splines)

• Express “almost any” smooth curve
• Why splines?

• Can be made arbitrarily accurate 
through number of basis functions 
(grid size)

• More accurate for low-dimensional 
curves than MLPs

• Struggle at higher-dimensions



Universal Approximation Theorem

• Feedforward neural network
• with a single hidden layer 
• containing a finite number of neurons 
• can approximate any continuous function
• (Some constraints)



Kolmogorov-Arnold Representation Theorem



Kolmogorov-Arnold Representation Theorem

• f = Multivariate continuous function on a bounded domain
• Can be expressed as:
• Finite composition of continuous functions of a single variable and 

addition

• Only true multivariate function is addition
• 1D functions can be non-smooth and even fractal (not learnable)



Kolmogorov-Arnold Networks

Adapted from Umar 
Jamil’s slides on KANs



Deep KANs

l = Layer number
i = input features
j =  output features



Deep KANs



MLP vs KAN



Training KANs
Addition of a residual connection b(x):

Spline defined as before. cis are trainable. 



Parameter count

• For a network of L layers, each of width N and a spline of order G 
intervals
• KANs – O(N2LG)
• MLPs – O(N2L)

• KANs usually require much smaller N than MLPs



Accuracy: Grid 
Extension

• Splines can be made 
arbitrarily accurate by 
increasing the grid size

• Optimization via least-
squares algorithm



Accuracy: Grid Extension



Interpretability



Continual Learning



Thank you!


